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Abstract. The universal cover TG of a connected graph G is the unique (possible infinite)
tree covering G, i.e., that allows a locally bijective homomorphism from TG to G. Universal
covers have major applications in the area of distributed computing. It is well-known that if a
graph G covers a graph H then their universal covers are isomorphic, and that the latter can
be tested in polynomial time by checking if G and H share the same degree refinement matrix.
We extend this result to locally injective and locally surjective homomorphisms by following a
very different approach. Using linear programming techniques we design two polynomial time
algorithms that check if there exists a locally injective or a locally surjective homomorphism,
respectively, from a universal cover TG to a universal cover TH . This way we obtain two
heuristics for testing the corresponding locally constrained graph homomorphisms. As a
consequence, we have obtained a new polynomial time algorithm for testing (subgraph)
isomorphism between universal covers, and for checking if there exists a role assignment
(locally surjective homomorphism) from a given tree to an arbitrary fixed graph H.

1 Introduction

In this paper, we consider simple, undirected, possibly infinite but connected graphs.
See [5] for undefined graph terminology. A (graph) homomorphism f : G → H from
a graph G = (VG, EG) to a graph H = (VH , EH) is a mapping VG → VH such
that (f(u), f(v)) ∈ EH whenever (u, v) ∈ VG. Graph homomorphisms have a great
deal of applications in graph theory, computer science and other fields, see the
monograph [16].

A graph homomorphism f from a graph G to a graph H can be required to
satisfy some local constraint [9]. If, for every u ∈ VG the restriction of f , i.e. the
mapping fu : N(u) → N(f(u)), is bijective, we say that f is locally bijective [1, 18],
and we write G B−→ H. If, for every u ∈ VG, fu is injective, we say that f is locally
injective [10, 11], and we write G I−→ H. If, for every u ∈ VG, fu is surjective, we say
that f is locally surjective [13, 19], and we write G S−→ H.

Locally bijective homomorphisms, also called graph coverings, originally arose in
topological graph theory [21], and have applications in distributed computing [4], in
recognizing graphs by networks of processors [2], and in constructing highly transi-
tive regular graphs [3]. Locally injective homomorphisms, also called partial graph
coverings, have been studied due to their applications in models of telecommunica-
tion [11], in distance constrained labelings of graphs with applications to frequency
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assignment [12], and as indicators of the existence of homomorphisms of derivate
graphs (line graphs) [23]. Locally surjective homomorphisms, also called role assign-
ments, have applications in distributed computing [6] and social science [8, 25].

The main computational question is whether for every graph H the problem of
deciding if an input graph G has a homomorphism of given type ∗ = B, I or S to
the fixed graph H can be classified as either NP-complete or polynomially solvable.
For the locally surjective homomorphisms this classification is known [13], with the
problem for every connected H on at least three vertices being NP-complete. For
the locally bijective and injective cases there are many partial results, see e.g. [11,
18], but even conjecturing a classification for these two cases is problematic. In this
paper, we continue the study started in [14] in order to get more insight in the
structure of these computational issues.

1.1 Problem formulation

The existence of a locally constrained homomorphism imposes a partial order on the
class of connected graphs C for each of the three local constraints B, I, and S [14].
We can relax these three orders in two different ways. This leads to two different
heuristics for testing if G

∗−→ H for two given graphs G and H under each type
∗ = B, I, S.

Firstly, we can transform the partial orders from the domain of finite graphs to
the domain of matrices. An equitable partition of a connected graph G is a partition
of its vertex set in blocks B1, . . . , Bk such that each vertex in each Bi has the same
number mi,j of neighbors in Bj, and we call the k × k matrix M = (mi,j)1≤i,j≤k a
degree matrix of G. We say that a vertex u is of the i-th sort if u ∈ Bi. Equitable
partitions are well-known in algebraic graph theory, see e.g. [15]. Note that the
degree refinement matrix of G, is the degree matrix corresponding to the coarsest
equitable partition of G (in which the blocks are ordered in a unique way), and an
adjacency matrix of G can be seen as a degree matrix with the maximum number
of rows.

Let M be the set of all degree matrices. We define three relations (M, ∃B−→),
(M, ∃I−→) and (M, ∃S−→) imposed on the set of degree matrices by the existence of
graph homomorphisms of the corresponding local constraint, i.e., M ∃∗−→ N if and
only if G

∗−→ H for two graphs G, H ∈ C that have degree matrix M and N , respec-
tively. All three relations are partial orders [14], and a successful matrix comparison
of each type is a necessary condition for the corresponding graph comparison.

Secondly, we can transform the partial orders from the domain of finite graphs
to the domain of possibly infinite trees. The universal cover TG of a connected graph
G is the only tree that allows a locally bijective homomorphism TG

B−→ G. A generic
construction of the universal cover takes as vertices of TG all finite walks in G that
start from an arbitrary fixed vertex in G and that does not traverse the same edge in
two consecutive steps. Two such vertices are adjacent in TG if the associated walks
differ only in the presence of the last edge. The required homomorphism TG

B−→ G
can be taken as the mapping that assigns every walk its last vertex. One can easily
see that the universal cover is unique upto an isomorphism (in particular, if we take
walks that start in another fixed vertex). As a matter of fact, if two subtrees of
a universal cover rooted at two different vertices are isomorphic to depth n − 1,
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then they are isomorphic to all depths [24]. Universal covers are also called infinite
unfoldings or views of graphs and have applications in finite automata theory[22],
distributed computing [17, 26] and existential pebble games [7].

Also universal covers can be equipped with a structure that impose a necessary
condition for the existence of a locally constrained homomorphism. There are two
options: either the existence of a locally constrained homomorphism or a simple
inclusion (as a subtree). In the latter case, TG = TH , TG ⊆ TH , and TG ⊇ TH are
necessary conditions for G B−→ H, G I−→ H and G S−→ H, respectively, see [14] for
more details.

Moreover, a result in [14] states that the universal cover TG can be constructed
from any degree matrix M of G in the following way. We take as root a vertex
corresponding to row 1 of M , thus of the 1st sort, and inductively adding a new level
of vertices while maintaining the property that each vertex of the i-th sort has exactly
mi,j neighbors of the j-th sort. Hence, a successful universal cover comparison is a
necessary condition for the corresponding graph comparison as well. More precisely,
we have shown the forward implications in the following theorem.

Theorem 1. Let G and H be connected graphs with degree matrices M and N ,
resp. Then the following holds:

G B−→ H =⇒M ∃B−→ N ⇐⇒ TG
B−→ TH ⇐⇒ TG = TH

G I−→ H =⇒ M ∃I−→ N =⇒ TG
I−→ TH ⇐⇒ TG ⊆ TH

G S−→ H =⇒ M ∃S−→ N =⇒ TG
S−→ TH =⇒ TG ⊇ TH

The backward implications in Theorem 1 for locally bijective homomorphism are
consequences of the theorem of Leighton [20]. The equivalence TG

I−→ TH ⇐⇒ TG ⊆
TH follows form the fact that a locally injective homomorphisms between two trees
is indeed globally injective [14].

Observe that C4 6
∗−→ C3 while both graphs allow the 1×1 degree matrix M = (2).

This example excludes the implication G
∗−→ H ⇐= M ∃∗−→ N for ∗ = B, I, S. If G

itself is a tree then TG = G. We then find that TG
S−→ TH 6⇐= TG ⊇ TH for the

choice G = P4, H = P3, since P4 ⊇ P3 but P4 6 S−→ P3. This example shows that
the relations TG

S−→ TH and TG ⊇ TH are different. By using linear programming
techniques, the backward implication M ∃I−→ N ⇐= TM

I−→ TN can be excluded [14].
So, the inclusion of universal covers does not imply the relation on matrices for the
locally injective constraint. What about the remaining backward implication?

Question 1. Does there exist a counter example for the backward implication M ∃S−→
N ⇐= TG

S−→ TH in Theorem 1?

The problem of deciding G
∗−→ H is NP-complete for all three local constraints, and

remains NP-hard for many particular fixed targets H, as we mentioned earlier on.
We have shown that M ∃B−→ N can be verified in polynomial time, but so far only
membership to the class NP could be shown for the matrix comparison problem
M ∃∗−→ N for ∗ = I, S [14]. It is not expected that a polynomial algorithm would
solve these two problems. Testing if TG = TH can be done in polynomial time by
checking if G and H share the same the degree refinement matrix [2]. Especially
given the above, it would be useful to have a polynomial heuristic for checking the
other universal problem comparisons as well.

3



Question 2. How hard is it to decide if TG
I−→ TH (or equivalently TG ⊆ TH) holds

and to decide if TG
S−→ TH holds for two given connected graphs G and H?

In this paper we answer Question 1 in Section 2 as well as Question 2 in Section 3.

2 Excluding the remaining implication

We show that the relation TM
S−→ TN lies strictly between M ∃S−→ N and TM ⊇ TN .

Proposition 1. For degree matrices

M =


2 1 0 0
3 0 1 0
0 1 0 2
0 0 1 0

 and N =

(
0 1
2 1

)

it holds that TM
S−→ TN but M 6 ∃S−→ N .

1 1

2

2

1 1

2 2 2 21 1 1 1

1

2
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1

2

2 2
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22 12

1

1

TM TN

Fig. 1. Showing TM
S−→ TN . White vertices in TM are of the 1st sort.

Proof. Observe first that N is a matrix of a finite tree TN and no other connected
simple graph allows this degree matrix. The infinite tree TM consist of pairwise dis-
joint paths that are of infinite length and induced by vertices of the first sort (white
vertices). These paths are linked by vertices of the second sort (each is adjacent
to three paths) and every vertex of the second sort is joined to the middle vertex
of a unique P3. The trees TM and TN together with a homomorphism witnessing
TM

S−→ TN are depicted in Fig. 1.
This homomorphism is obtained inductively. We first map one infinite white

path into TN such that the sorts of the images alternate. Every vertex u of the
second sort in TM must be mapped on a vertex of the second sort in TN so that the
homomorphism can be extended to the pending claw.

Then, depending of whether the image of the already processed neighbor of u
was of the first or of the second sort, we extend the mapping to the two infinite
white paths that contains the remaining two neighbors of u. Both cases are depicted
in Fig. 1.
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Now, in order to obtain a contradiction, assume that a finite graph G with degree
matrix M and a mapping f : G S−→ TN exists (recall that the target graph TN is
unique for this choice of N). Consider the vertices of the first sort of G, call them
red. These red vertices induce a disjoint union of cycles in G.

Denote by a the number of red vertices u such that f(u) is of the first sort in TN

and call them light-red. Analogously, let b be the number of red vertices v such that
f(v) is of the second sort, and call them dark-red. Since N prescribes that both red
neighbors of every light-red u must be dark we have a ≤ b.

On the other hand, due to the pending claws (which also exist in G), every vertex
of the third sort in G is mapped to a vertex of the second sort in TN , and every
vertex of the fourth sort in G is mapped to a vertex of the first sort in TN . Then
every vertex u′ of the second sort in G is mapped to a vertex of the second sort in
TN . Since already its neighbor of the third sort is mapped to a vertex of the second
sort in TN , u′ must have at least two light-red neighbors and, consequently, at most
one dark-red neighbor. Hence, a ≥ 2b which is in contradiction with a ≤ b. We
conclude that M 6 ∃S−→ N . ut

3 Testing locally injective and surjective homomorphisms
between universal covers

In this section we focus on the decision problems whether TM
∗−→ TN holds for local

constraints ∗ = I, S. As the algorithms are almost the same for both constraints, we
treat both cases simultaneously, pointing only at the differences where the particular
local constraint plays different role. We first need some new terminology. For an
integer k ≥ 1 we define [k] := {1, 2, . . . , k} and abbreviate [k]× [l] by [k × l].

Definition 1. Let M and N be two degree matrices of order k and l, resp. We say
that a vector pr,s consisting of kl nonnegative integers is a distribution row for in-
dices (r, s) ∈ [k× l] if the condition 1 holds. A distribution row pr,s is called injective
if in addition condition 2 holds. It is called surjective if in addition conditions 3 and
4 hold.

l∑
j=1

pr,s
i,j = mr,i for all i ∈ [k], (1)

k∑
i=1

pr,s
i,j ≤ ns,j for all j ∈ [l], (2)

ns,j ≥ 1 =⇒
k∑

i=1

pr,s
i,j ≥ ns,j for all j ∈ [l], (3)

ns,j = 0 =⇒
k∑

i=1

pr,s
i,j = 0 for all j ∈ [l]. (4)

As an example, consider the matrices M and N from Proposition 1. The locally
surjective homomorphism from TM and TN depicted in Figure 1 defines exactly the
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following surjective distribution rows:

p1,1 = (0, 2, 0, 1, 0, 0, 0, 0)
p1,2 = (2, 0, 0, 1, 0, 0, 0, 0)
p2,2 = (2, 1, 0, 0, 0, 1, 0, 0)
p3,2 = (0, 0, 0, 1, 0, 0, 2, 0)
p4,1 = (0, 0, 0, 0, 0, 1, 0, 0)

Distribution rows play a central role in the NP algorithms for the degree matrix
comparison problems M ∃I−→ N and M S−→ N [14]. Suppose G

∗−→ H via f is indeed a
witness for M ∃∗−→ N for ∗ ∈ {I, S}. Let f map u ∈ VG of the i-th sort to v ∈ VH of
the j-th sort, and denote the number of neighbors of the i-th sort in NG(u) that are
mapped to neighbors of the j-th sort in NH(v) by pr,s

i,j . Then the vector pr,s defined
by entries pr,s

i,j is a (surjective or injective) distribution row that we call suitable. Our
NP algorithms try to identify suitable distribution rows. The difficulty is that there
may be exponentially many distribution rows. Therefore, these algorithms could
only use the nondeterministic choice of suitable distribution rows to verify whether
M ∃∗−→ N holds for ∗ = I, S, respectively, see [14] for more details. However, for the
decision problem on the existence of a locally constrained homomorphism between
universal covers we prove that we may reduce the number of suitable distribution
rows to only a polynomial number. For showing this we need some more terminology.
For a degree matrix M we say that matrix rows r and i are adjacent if mr,i > 0.

Definition 2. We say that a distribution row pr,s is a witness of type (s, j) for
(adjacent) matrix rows r and i if pr,s

i,j ≥ 1.

Definition 3. We say that a distribution row pr,s respects the allowed set X ⊆
[k × l] if pr,s

i′,j′ ≥ 1 implies (i′, j′) ∈ X for all (i′, j′) ∈ [k × l].

Note that if pr,s is a witness of type (s, j) for matrix rows r and i that respects an
allowed set X then (i, j) ∈ X. We need the following lemma for our algorithms.

Lemma 1. For given r and i the existence of an injective or surjective witness pr,s

of type (s, j) respecting an allowed set X can be tested in a polynomial time.

Proof. We can do this by translating the problem to the integer flow problem. It
is well-known that this problem can be solved in polynomial time on flow net-
works with integer edge capacities (if such a network has a flow, then this flow
may be assumed to be integer). We first define our auxiliary flow network F and
then explain it afterwards. We let VF = {p, ui′ , vj′ , q | (i′, j′) ∈ [k × l]} and EF =
{(p, ui′), (ui′ , vj′), (vj′ , q) | (i′, j′) ∈ [k × l]}. The sought flow g goes from p to q and
must satisfy the following edge constraints:

g(p, ui′) = mr,i′

g(ui′ , vj′)


≥ 1 if (i′, j′) = (i, j)

= 0 if (i′, j′) /∈ X

≥ 0 otherwise

for ∗ = I : g(vj′ , q) ≤ ns,j′

for ∗ = S : g(vj′ , q)

{
≥ ns,j′ if ns,j′ ≥ 1

= 0 if ns,j′ = 0

We claim that F has an integer flow g if and only if there exists an injective, or re-
spectively, surjective witness pr,s of type (s, j) for r and i respecting X. First suppose
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F allows an integer flow g. Choose pr,s = g. Because
∑l

j′=1 pr,s
i′,j′ =

∑l
j′=1 g(ui′ , vj′) =

g(p, ui′) = mr,i′ for all i′ ∈ [k], pr,s is a distribution row. For all j′ ∈ [l],
∑k

i′=1 pr,s
i′,j′ =∑k

i′=1 g(ui′ , vj′) = g(v′j, q), which is at most ns,j′ if ∗ = I, at least ns,j′ if ∗ = S
and ns,j′ ≥ 1, and 0 otherwise, pr,s is injective or surjective, respectively. Since
pr,s

i,j = g(ui, vj) ≥ 1, pr,s is a witness. Finally, since pr,s
i′,j′ = g(ui′ , vj′) = 0 for all

(i′, j′) /∈ X, pr,s respects X.
Now suppose there exists an injective, or respectively, surjective witness pr,s of

type (s, j) for r and i respecting X. By Definition 2, pr,s
i,j ≥ 1. It is easy to verify that

pr,s satisfies the other edge constraints in F as well. Hence F allows pr,s as integer
flow. ut

Our two algorithms can now be presented as one generic iterative algorithm.

Algorithm 1: The test whether TM
∗−→ TN holds for ∗ = I or S

Input: Degree matrices M and N
Parameter: Local constraint ∗ ∈ {I, S}
initialize Xr,s = {(i, j) |mr,i > 0 and ns,j > 0} for all (r, s) ∈ [k × l];
repeat

foreach (r, s) ∈ [k × l] and (i, j) ∈ Xr,s do
if (r, i) has no witness of type (s, j) respecting Xr,s then

remove (i, j) from Xr,s and remove (r, s) from X i,j;
end

end
until no removal happens during the whole foreach loop ;
if there exists an r ∈ [k] with Xr,s empty for all s ∈ [l] then

return TM 6 ∗−→ TN

else

return TM
∗−→ TN

end

Theorem 2. Algorithm 1 is correct and runs in polynomial time.

Proof. For each Xr,s, one iteration of Algorithm 1 takes polynomial time due to
Lemma 1. Since the number of different allowed sets Xr,s is kl, a complete iteration,
i.e., an iteration over all Xr,s, then takes polynomial time as well. At the start of the
algorithm each Xr,s contains at most kl elements, and after each complete iteration
the size of each Xr,s has never increased. Since the algorithm finishes as soon as
all Xr,s have stable size, the number of iterations is at most kl. We conclude that
Algorithm 1 runs in polynomial time.

We now show that Algorithm 1 is correct. Suppose TM
∗−→ TN via f . Then f

induces witnesses of type (s, j) for all adjacent matrix rows r, i such that (r, i) has a
witness of type (s, j) if and only if (i, r) has a witness of type (j, s). Hence f defines
nonempty sets Xr,s for all matrix rows r.

It remains to show that if Algorithm 1 terminates in the affirmative state, then
a locally constrained homomorphism f : TM

∗−→ TN can be constructed. Pick an
arbitrary vertex u ∈ TM . Let u be of the r-th sort. By definition of the algorithm,
there exists a (final) allowed set Xr,s 6= ∅. Define f(u) = v for any v ∈ TN that is of
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the s-th sort. Choose an arbitrary (i, j) ∈ Xr,s. By definition of Xr,s, we can find a
witness pr,s for (r, i) of type (s, j) respecting Xr,s.

We use pr,s to extend f . By definition of pr,s, for every pr,s
i′,j′ ≥ 1, we can let f

map pr,s
i′,j′ different neighbors of u that all are of the i′-th sort onto neighbors of v

that all are of the j′-the sort in such a way that, from N(u) to N(v), f is injective
when ∗ = I, and surjective when ∗ = S. Whenever the mapping f is defined along
an edge (u, u′), we iteratively extend f to the whole neighborhood N(u′) of u′ by the
same procedure as above in case N(u′) ) {u}. We only have to make sure to choose
a witness pi′,j′ for (i′, r) of type (j′, s), where u, u′, f(u) and f(u′) are of the r, i′, s-
and j′-th sort respectively. Then pi′,j′

r,s ≥ 1 by definition of a witness, and indeed we

can use pi′,j′ to extend our mapping f that already maps u ∈ N(u′) of the r-th sort
to v ∈ N(f(u′)) of the s-th sort. The reason why such a witness pi′,j′ exists follows
from the reciprocal removal of pairs (i′, j′) from Xr,s and (r, s) from X i′,j′ . When
the condition of the repeat loop is satisfied, it holds that

(r, i′) has a witness of type (s, j′) respecting Xr,s

if and only if
(i′, r) has a witness of type (j′, s) respecting X i′,j′.

ut
We are even able to construct in polynomial time a locally constrained homomor-
phism f : TM

∗−→ TN if Algorithm 1 approves that TM
∗−→ TN . This can be seen as

follows. We use the method described in the proof of Theorem 2 to construct f .
Finding witnesses respecting certain allowed sets can be done in polynomial time
using the flow network of the proof of Lemma 1. If f is defined along edge (u, u′)
then we always choose for the same extension of f on N(u′), i.e., how we extend f
only depends on the sort of u and the sort of u′. As it is sufficient to keep only at
most kl possibilities, the claim follows.

4 Conclusions

We have answered questions 1 and 2 of Section 1.1 in Proposition 1 and Theorem 2,
respectively. We conclude with some other applications.

The H-Role Assignment problem asks whether G S−→ H for a graph G and a
fixed target graph H. This problem is NP-complete for all connected graphs H on
at least three vertices [13]. It becomes polynomially solvable for every fixed target
H when restricted to the class of trees. This follows from Theorem 2, and the fact
that T 6 S−→ G if T is a tree and G contains a cycle, together with the fact that
TG = T for every tree T . Since TG

I−→ TH if and only if TG ⊆ TH , Algorithm 1
tests for infinite subtree isomorphism as well. Since TG = T for every tree T , it can
also be used for (sub-)tree isomorphism for finite trees, especially if these trees can
be encoded in terms of degree (refinement) matrices independent of their original
size (as otherwise much faster algorithms exist). Finally, we note that there exist
matrices that are not the degree matrix of a finite graph. If such a matrix M has
the property that mi,j > 0 whenever mj,i > 0 then it still possible to construct a
universal cover TM of M (or disjoint submatrices of M) in the same way as before.
Algorithm 1 can then be used for universal cover comparison of those matrices as
well.
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23. Nešetřil, J. Homomorphisms of derivative graphs. Discrete Mathematics 1 (1971), 257–268.
24. Norris, N. Universal covers of graphs: isomorphism to depth n−1 implies isomorphism to all depths.

Discrete Applied Mathematics 56 (1995), 61–74.
25. Roberts, F. S., and Sheng, L. How hard is it to determine if a graph has a 2-role assignment?

Networks 37, (2001), 67–73.
26. Yamashita, M., and Kameda, T., Computing on anonymous networks: Part I - Characterizing the

solvable cases. IEEE Transactions on parallel and distributed systems 7 (1996), 69–89.

9


