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Abstract

It is important for networks built from wireless sensors technology to have a
functional location detection system. Identifying codes, first introduced to model
fault diagnosis of multi-processor systems [10], have recently proved to be useful to
address this question [17, 16]. We are interested in the situation where the area of
communication of each sensor is modelled by a disk: thus we consider identifying
codes for the class of unit disk graphs. Minimising the size of an identifying code is
NP-complete even for bipartite graphs [6]. First, we improve this result by showing
that the problem remains NP-complete for bipartite planar unit disk graphs. Then,
we address the question of the existence of an identifying code for random unit disk
graphs. From a practical point of view, this corresponds to the case when sensors
are randomly thrown on a plane. We derive the probability that there exists an
identifying code as a function of the radius of the disks. The results obtained are
in sharp contrast with those concerning random graphs in the Erdős and Rényi
model [8].
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1 Introduction

Identifying codes are used in several applications. They were first introduced for fault
diagnosis of multi-processor systems [10], but they proved to be useful in other areas,
in particular location detection in harsh environments [16, 17, 4, 18]. Our study is
motivated by this last application. More precisely, wireless sensors technology makes
it possible to install small devices in existing infrastructure that can form a network.
An important issue for these networks to be efficient is a functional location detection
system, i.e., the ability to determine the locations of other parties.

Many described systems are based on the concept of proximity-based detection, in
which user location is provided by a nearest sensor

(

references include [19, 12, 9, 15]
)

.
As noted in [16], such systems are not designed for robustness. Toward this end, a
novel framework using identifying codes is proposed in [16]. The zone to be covered is
divided into a finite set of regions, each of which being represented by a single point
within its boundary. Then, the points are mapped to the vertices of a graph, and
an edge is added between two vertices if and only if the corresponding points in the
physical systems are able to communicate. The problem is to determine the nodes on
which to place and activate sensors, such that each node is within the communication
range of a different set of sensors. In other words, we want each resolvable position
to be covered by a unique set of sensors, which allows to identify it.

With this application in mind, an important issue is the fundamental case when
the areas of communication of sensors are represented by disks of fixed radius. The
obtained graph is then a unit disk graph: given a set V of points in the plane and
a distance threshold r > 0, let G(V, r) denote the following graph. The vertex set
is V , and distinct vertices are joined by an edge whenever the Euclidean distance
between them is less than r. Any graph isomorphic to such a graph is called a unit
disk graph. A realisation, or an embedding, of a unit disk graph G is a set V of points
in the plane along with a distance threshold r such that G(V, r) ' G. Before going
any further, let us formally define, in the graph terminology, identifying codes.

Given a graph G = (V, E), let N(v) denote the closed neighbourhood of the vertex
v, that is the set {u ∈ V : uv ∈ E} ∪ {v}. A subset C of V is called a code. For
every vertex v ∈ V , the shadow of v on a code C is ShC(v) := N(v) ∩ C. A code C
is covering if and only if ShC(v) 6= ∅ for every vertex v ∈ V . It is separating if and
only if, for every pair of distinct vertices (u, v), ShC(u) 6= ShC(v). A code which is
covering and separating is called identifying.

It is not hard to see that a graph has an identifying code if and only if the
closed neighbourhoods of any two vertices are distinct — if there are two vertices
with the same closed neighbourhood, they clearly cannot be separated, and otherwise
the whole set of vertices is an identifying code. Thus, determining whether a given
graph admits an identifying code is easy. On the contrary, minimising the size of
an identifying code in an arbitrary graph is NP-complete, even when restricted
to bipartite graphs [6] — for NP-completeness results regarding directed graphs,
consult [5].

In the next section, we strenghten this result by showing that minimising the size
of an identifying code in an arbitrary unit disk graph is NP-complete, even when
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restricted to bipartite planar unit disk graphs.
In the last section, we perform random analysis, by studying the existence of an

identifying code in random unit disk graphs: consider a sequence of graphs (Gn)n

obtained as follows. Points X1, X2, . . . , Xn ∈ R
2 are picked at random, i.i.d. according

to some probability distribution ν on R
2, and Gn is the graph whose vertex set is

{X1, X2, . . . , Xn}, with an edge between two vertices if and only if the corresponding
points lie at distance less than r(n) in the plane, where we assume that r(n) is
a sequence of distances. In full generality, any choice of ν that has a bounded
probability density function is allowed. However, we shall restrict ourself to the
uniform distribution on [0, 1]2 for the sake of readibility. Yet, the results can be
extended to other distribution, if needed. The reader is welcomed to consult [14]
about random geometric graphs. We shall prove that no identifying codes exist for
random unit disk graphs, that is the probability that Gn has an identifying code tends
to zero as n tends to infinity. Notice that this behaviour completely differs from what
happens with the Erdős-Rényi model for random graphs: as shown in [8], if p and
1−p both are at least 4 log log n

log n , then almost every graph in Gn,p admits an identifying

code, and the minimum size of such a code is equivalent to 2 log n
log(1/(p2+(1−p)2))

.

2 Complexity

Minimising the size of an identifying code is NP-complete for arbitrary bipartite
graphs [6]. We extend this result to arbitrary planar bipartite unit disk graphs.

Theorem 1 The following problem is NP-complete:
INSTANCE: A planar bipartite unit disk graph G and a positive integer k.
QUESTION: Does G have an identifying code of size at most k?

As it will appear in the proof, the problem is NP-complete even if an embedding
of the unit disk graph is given. This is important since determining whether an
arbitrary graph is a unit disk graph is NP-complete [3].

So as to prove this theorem, we shall need two lemmas. Given a graph G, call an
handle of G any induced path of G whose vertices all have degree two in G.

Lemma 2 Consider any graph G with an handle P := v1v2 . . . v6k of order 6k for
a positive integer k. Denote by x the neighbour of v1 in V (G) \ {v2}. Then, any
identifying code C of G contains at least 3k vertices of P . Moreover, if C contains
exactly 3k of these vertices and if v6k ∈ C, then x ∈ C.

Proof: The proof is by induction on the positive integer k, the result being easily
checked if k = 1. So, suppose that the result is true for an integer k − 1 ≥ 1, and let
us prove it for k. Let P be an handle as in the statement of the lemma, and C an
identifying code of G. The vertices v1, v2, . . . , v6(k−1) form an handle P1 of G, and
the vertices v6(k−1)+1, . . . , v6k form an handle P2 of order 6 (see Figure 1). By the
induction hypothesis, C contains at least 3(k − 1) vertices of P1. As the result is
true when k is one, C contains at least three vertices of P2. Therefore, C contains
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Figure 1: Decomposition of P into P1 and P2 in the proof of Lemma 2.
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Figure 2: The variable-gadget of order four.

at least 3k vertices of P . Moreover, if C contains exactly 3k of these vertices, then
it contains exactly 3(k − 1) vertices of P1 and three vertices of P2. So, if in addition
v6k ∈ C, then v6(k−1) ∈ C, since it is the neighbour of v6(k−1)+1 not in P2. Now,
using the induction hypothesis on P1, we deduce that x ∈ C, as desired. 2

The next lemma deals with the property of a particular graph, called a variable-
gadget.

Definition 3 A variable-gadget of order η, see Figure 2 for an example, is the graph
K = (V, E) where

• V := P ∪ N ∪ R with

P := {u1, u2, . . . , uη},
N := {v1, v2, . . . , vη}, and

R := {y1, z1, y2, z2, . . . , y2η, z2η};

• E := E1 ∪ E2 ∪ E3 with

E1 := {z2i−1ui, 1 ≤ i ≤ η} ∪ {z2i−1vi, 1 ≤ i ≤ η},
E2 := {z2iui+1, 1 ≤ i ≤ η} ∪ {z2ivi, 1 ≤ i ≤ η}, and

E3 := {ziyi, 1 ≤ i ≤ 2η}.

Note that for E2, we set uη+1 := u1.

Lemma 4 Consider a graph G containing a variable-gadget K as an induced sub-
graph. Suppose moreover that only the vertices of P ∪N can have neighbours outside
of K. Then, any identifying code C of G contains at least 3η vertices of K. More-
over, if C contains exactly 3η vertices of K, then either P ⊂ C and N ∩ C = ∅, or
N ⊂ C and P ∩ C = ∅.
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Proof: Clearly, any identifying code C of G must contain, for every i ∈ {1, 2, . . . , 2η},
at least one vertex among yi, zi so as to cover yi. We assert now that, for every
i ∈ {1, 2, . . . , 2η}, at least one neighbour of zi different from yi must belong to C.
Otherwise, zi and yi are not separated, since the only vertices of C in N(zi) also
belong to N(yi). Hence, the number of vertices of C in K is at least 3η.

Suppose now that C contains a vertex of P and a vertex of N . Then, by the
previous remark, observe that there must exist indices i, j, k such that ui ∈ C, vj ∈ C
and zk is adjacent to both ui and vj . Still by the previous assertion, there also exist
an index k′ 6= k, together with indices i′, j′ such that ui′ ∈ C, vj′ ∈ C and zk′ is
adjacent to both ui′ and vj′ (hence, at least one of i′, j′ is different from i and j). But
then, the number of vertices of C in N ∪ P must be at least η + 1, which concludes
the proof. 2

Proof of Theorem 1: Let us outline the proof before going into details. Consider
an instance I = (ε, X) of 3-SAT, where ε = (C1, C2, . . . , Cm) is a set of clauses over
the set of variables X = {x1, x2, . . . , xn}. We can associate to I a bipartite graph
H constructed by taking vertex set ε ∪ X and edges xiCj ∈ E(H) if either xi ∈ Cj

or xi ∈ Cj . PLANAR 3-SAT is the 3-SAT problem for the class of all instances for
which H is planar. In [11], it is shown that PLANAR 3-SAT is NP-complete. So,
consider an instance I of PLANAR 3-SAT.

First we shall compute, in polynomial-time, a particular embedding of H, so-
called box-orthogonal embedding. Then, we construct from it a planar bipartite unit
disk graph G along with an embedding H̊, still in polynomial-time, which has an
identifying code of size at most f(H̊) if and only if I can be satisfied. As the function
f , to be made precise later, is polynomially computable, this will yield the desired
result.

A box-orthogonal embedding of H is a planar embedding of H such that each edge
is represented by alternate horizontal and vertical line segments, and each vertex is
represented by a (possibly degenerate) rectangle, called a box. All line segments,
including those at the perimeter of a box, are assumed to lie on lines of the integer
grid — see Figure 2. Each planar graph has such an embedding, and it can be
computed in polynomial-time [7, 13]. Observe that, by sufficiently subdividing the
grid, we can ensure enough space between edges for what follows.

Figure 3: Example of a box-orthogonal embedding.

First, remark that every vertex of degree at most four can indeed be represented
by just a point, and not a (non-degenerated) rectangle: it suffices for this to arrange
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Figure 4: Embedding of a variable-gadget around a box. The bold circles represent the
vertices of P ∪ N .

edges incident to this vertex, see Figure 5(a). Thus, we suppose now that all the
vertices of ε are represented by points.

We ensure that every vertex xi ∈ X is represented by a rectangle, sufficiently big
so that a variable-gadget Ki of order m can be embedded on its perimeter, as shown
in Figure 4.

The edges around a box Bi are modified as shown in Figure 5(b), so as to ensure
that an edge coming from a vertex Cj reaches a vertex of Pi if xi ∈ Cj , and a vertex
of Ni if xi ∈ Cj . Note that, for each variable gadget Ki, only the vertices of Pi ∪ Ni

can have neighbours outside of Ki, and each of them can have at most one such
neighbour.

(a) Reducing vertices of ε
to points.

(b) Ensuring that each
edge reaches a vertex of Pi

or Ni, as desired.

Figure 5: Modifications of the embedding of the edges of H.

Now, we compute the length of each edge, and we subdivide each edge by points
with rational coordinates so that

• each edge contains a number of points which is a multiple of 6; and

• every two non-consecutive points on an edge are at distance at least 1 + 2ν for
some fixed positive rational ν.

All these points are added to the vertex set of the graph G we are building. Notice
that this step also can be done in polynomial-time.

Last, we add a neighbour oj to each vertex Cj ∈ ε (this does not prevent the graph
from being a unit disk graph since the vertices of ε had degree three). The obtained
graph G is a planar unit disk graph, a realisation H̊ being obtained from the planar
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embedding we built by centring a disk of radius 1/2+ν at each vertex. It is moreover
bipartite: the following 2-colouring of G is clearly proper. Colour 1 the vertices of ε.
In each variable-gadget, colour 1 the vertices of P ∪ N ∪ {y1, y2, . . . , y2η} and 2 the
remaining vertices, i.e., z1, z2, . . . , z2η. Last, for each path P , alternatively colour 1
and 2 its vertices such that the endvertex adjacent to a vertex of a variable-gadget
is coloured 1, and the other endvertex 2 — this is possible since each such path has
even order.

We prove now that I can be satisfied if and only if G has a code of size at most
f(H̊), defined below. For each clause Cj three paths, denoted by pi

j for i ∈ {1, 2, 3},
join the vertex Cj to the corresponding literals. Let γi

j be the number of internal

vertices of the path pi
j — note that each γi

j is of the form 6s for some positive integer
s = s(i, j). Set

f(H̊) := 2nm + m +
1

2

m
∑

j=1

γ1
j + γ2

j + γ3
j .

Suppose first that I can be satisfied, and let us construct an identifying code C
of size at most f(H̊). For each variable xi, the vertices of Pi are added to C if xi

is true, and the vertices of Ni are added to C otherwise. We also add the vertices
zj of Ri. So far we have n × 2m vertices in C. Consider a path pi

j : its vertices are
denoted by xv1v2 . . . v6kCj , so x belongs to a variable-gadget. If the literal to which x
corresponds is true, then x is in C: we add to C the vertices v2i for i ∈ {1, 2, . . . , 3k}.
Otherwise, we add to C the vertices v2i−1 for i ∈ {1, 2, . . . , 3k}. Last, we add to C
the vertices oj for j ∈ {1, 2, . . . , m}. The obtained code C has size f(H̊). Notice that
every vertex Cj has at least one neighbour in C different from oj , since the clause Cj

is satisfied. The code C is an identifying code: all the vertices are covered. For every
j ∈ {1, 2, . . . , m}, ShC(oj) = {oj}, and the shadow of Cj on C consists of {oj} and at
least one other vertex. The other vertices are clearly separated.

Conversely, suppose that G has an identifying code C of size at most f(H̊). By
Lemmas 2 and 4, C contains at least γi

j/2 internal vertices of pi
j , and at least 2m

vertices in each variable-gadget. Moreover, C must contain at least one vertex among
Cj , oj so as to cover oj . Hence, the code C contains exactly that number of vertices
in each of the subgraphs mentioned. Also, by Lemma 4, for each variable-gadget Ki,
either Ni ⊂ C and Pi ∩C = ∅, or Pi ⊂ C and Ni ∩C = ∅. In the former case, set the
corresponding variable xi to false, and set it to true in the latter case. Consider now
any clause Cj : we infer that at least one neighbour of Cj different from oj also belongs
to C (otherwise C would not be separating Cj and oj). Consider the path pi

j to which
this vertex belongs: its internal vertices form an handle v1v2 . . . v6k of G. The code C
contains exactly γi

j/2 vertices of this handle, and v6k ∈ C. Therefore, the neighbour
of v1 different from v2 also belongs to C, by Lemma 2. By the definition, this vertex
belongs to Pi ∪ Ni for some variable-gadget Ki, and hence the corresponding literal
is true. Thus, the clause Cj is satisfied. 2
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3 Random unit disk graphs

3.1 Statement of results

In this section, we consider the random unit disk graph Gn described in the In-
troduction. Furthermore, to simplify the computations we will make the toröıdal
convention, i.e., we identify opposite edges on [0, 1]2 (making it into a torus). We
shall prove the following theorem.

Theorem 5 The following hold for Gn under the assumptions stated:

lim
n→∞

P(Gn has an ID-code) =























1 if nr2 � n−1,

exp[−πλ
2 ] if nr2 ∼ λn−1, for some λ > 0,

0 if n−1 � nr2 � 1,

exp[−µ(r)] if 0 < r < 1
2

√
2 is fixed;

0 if r ≥ 1
2

√
2.

where for 0 < r ≤ 1
2 , we set

µ(r) :=
π

16r2
,

and for 1
2 < r < 1

2

√
2, we set

µ(r) :=
1

4r2 sin
(

β
2

)2





cos
(

β
2

)

cos
(

β
2

)

+ sin
(

β
2

) − 1

2





+
1

4r2 sin(β)







2
(

cos
(

β
2

)

− sin
(

β
2

))

tan
(

β
4

)

(

1 − cos
(

β
2

)

+ sin
(

β
2

))

tan
(

β
4

)2
+ 1 + cos

(

β
2

)

− sin
(

β
2

)

+
2

√

sin(β)
arctan







√

√

√

√

√

(

1 − cos
(

β
2

)

+ sin
(

β
2

))

(

1 + cos
(

β
2

)

− sin
(

β
2

)) tan

(

β

4

)












,

with β = β(r) := π
2 − 2 arccos

(

1
2r

)

.

The expression for µ(r) when r > 1
2 given in Theorem 5 can be rewritten in terms of

r using the relations

cos
(

β
2

)

= 1
2

√
2
(

1
2r +

√

1 − 1
4r2

)

,

sin
(

β
2

)

= 1
2

√
2
(

1
2r −

√

1 − 1
4r2

)

,
(1)

together with tan
(

β
4

)

=

√

1−cos(β

2 )
1+cos(β

2 )
. Unfortunately, it does not appear possible to

obtain a substantially simpler expression.
Notice that the toröıdal convention does not affect the conclusion of Theorem 5

in the cases when r → 0, and that for r ≤ 1
4 the probability that Gn has an identi-

fying code without the toröıdal assumption is no more than the probability with the
toröıdal assumption (so that for the case of fixed r the theorem provides an upper
bound).
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Figure 6: The (asymptotic) probability that an identifying code exists as a function of r,
for r fixed.

3.2 Proofs

Let us say that vertices Xi, Xj (j 6= i) of Gn form a bad pair if C(Xi)∆C(Xj) = ∅,
where ∆ denotes the symmetric difference and C denotes the closed neighbourhood
(i.e., C(v) = N(v) ∪ {v}). Let Z denote the number of bad pairs in Gn. Thus

P(Gn has an ID-code) = P(Z = 0). (2)

The very first assertion of Theorem 5 is rather trivial.

Lemma 6 If nr2 � n−1 then P(Z = 0) = 1 + o(1).

Proof: Notice that if Gn contains no edges at all then the whole set of vertices is
an identifying code. Let Y := |E(Gn)| be the number of edges of Gn. We see that

EY ≤
(

n

2

)

πr2 = o(1).

So |E(Gn)| = 0 with probability 1 + o(1) and we are done. 2

Our next aim is to prove the theorem for r in the range nr2 ∼ λ
n . For this purpose

we will use the following theorem by Penrose [14]. Originally it was phrased for
arbitrary dimension d and any absolutely continuous probability distribution, but we
have taken d = 2 and the uniform distribution on [0, 1]2 here.
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Theorem 7 (Penrose) Let k ∈ N and suppose (nr2)k ∼ λn−1 for some λ > 0.
Then

limn→∞ P(∆(Gn) = k − 1) = 1 − limn→∞ P(∆(Gn) = k)

= exp
[

− λ
(k+1)!

∫

(R2)k hk({0, x1, . . . , xk})dx1 . . .dxk

]

,

where hk(A) equals one if ∆(G(A, r)) ≥ k and zero otherwise.

This result allows us to give a short proof of the following statement,

Lemma 8 If nr2 ∼ λ
n then P(Z = 0) → e−

πλ
2 .

Proof: We first claim that whp. there are no components of order at least three.
To see this, let W be the collection of all 3-tuples (Xi1 , Xi2 , Xi3) ∈ {X1, . . . , Xn}3

with i1, i2, i3 distinct and ‖Xi1 − Xi2 ‖, ‖Xi1 − Xi3 ‖< r. Then

EW = n(n − 1)(n − 2)(πr2)2 = O
(

n−1
)

.

So whp. Gn consists of components of size at most two (i.e., isolated vertices and
isolated edges) and it follows that

P(Z = 0) = P(∆(Gn) = 0) + o(1).

Now applying Theorem 7 with k = 1 yields the result, since
∫

R2 h1({0, x})dx = π.
2

For convenience, we will split the case when nr2 � n−1 and r = o(1) into two
subcases (that require/allow different proof techniques).

Lemma 9 If n−1 � nr2 � ln n then P(Z = 0) = o(1).

Proof: Denote by Y the number of isolated edges. For convenience, let us write
Vr(a1, . . . , al) := vol(∪l

i=1B(ai, r)) for a1, . . . , al ∈ R
2 and l ≥ 1. Then

EY =

(

n

2

)∫

[0,1]2

∫

B(x,r)
(1 − Vr(x, y))n−2dydx. (3)

Notice that πr2 ≤ Vr(x, y) ≤ 2πr2. Because ln(1−x) = −x + O(x2) and r = o(1) we
see that

(

n

2

)

πr2e−(2π+o(1))nr2 ≤ EY ≤
(

n

2

)

πr2e−(π+o(1))nr2
. (4)

So we can write EY ≥ (n − 1)nr2e−3πnr2
(for n sufficiently large). The function

xe−3πx is increasing for x ≤ (3π)−1 and decreasing for x ≥ (3π)−1. Thus, for
(3π)−1 ≤ nr2 � ln n, we have EY ≥ (n − 1)(3π)−1eo(ln n) = n1+o(1). For n−1 �
nr2 ≤ (3π)−1, we have EY ≥ (n − 1)a(n)

n eo(1) ∼ a(n) where a(n) � 1 is such that

nr2 � a(n)
n . In particular, EY → ∞.

We now claim that
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Var(Y ) = o
(

(EY )2
)

. (5)

From this the statement will follow, because Chebyschev’s inequality then gives:

P(Z = 0) ≤ P(Y = 0) ≤ P(|Y − EY | ≥ EY ) ≤ Var(Y )

(EY )2
= o(1).

Thus it only remains to prove (5). Notice that

(EY )2 =
(

(

n
2

) ∫

[0,1]2

∫

B(x,r)(1 − Vr(x, y))n−2dydx
)2

=
(

n
2

)2 ∫ ∫ ∫ ∫

A(1 − Vr(x1, y1))
n−2(1 − Vr(x2, y2))

n−2dy2dx2dy1dx1,

where A is the set of all (x1, y1, x2, y2) ∈ ([0, 1]2)4 with y1 ∈ B(x1, r), y2 ∈ B(x2, r).
Let us set P :=

(

[n]
2

)

and for P = {i, j} ∈ P denote by I(P ) the indicator variable of
the event that {Xi, Xj} spans an isolated edge. We have

Y 2 =
∑

P1,P2∈P,

|P1∩P2|=2

I(P1)I(P2) +
∑

P1,P2∈P,

|P1∩P2|=1

I(P1)I(P2) +
∑

P1,P2∈P,

|P1∩P2|=0

I(P1)I(P2)

=
∑

P∈P
I(P1) +

∑

P1,P2∈P,

|P1∩P2|=0

I(P1)I(P2).

Here we have used that I ∈ {0, 1} and two isolated edges cannot meet in a single
vertex. Thus,

EY 2 = EY +

(

n

2

)(

n − 2

2

)∫ ∫ ∫ ∫

A0

(1 − Vr(x1, y1, x2, y2))
n−4dy2dx2dy1dx1, (6)

where A0 is the set of all (x1, y1, x2, y2) ∈ A with x2, y2 6∈ B(x1, r) ∪ B(y1, r). Let
A1 be the set of all (x1, y1, x2, y2) ∈ A0 with ‖x1 − x2 ‖≥ 4r and set A2 := A0 \ A1.
Observe that for (x1, y1, x2, y2) ∈ A1 holds Vr(x1, y1, x2, y2) = Vr(x1, y1)+Vr(x2, y2).
Hence,

(1 − Vr(x1, y1, x2, y2))
n−4 ≤ (1 − 2πr2)−4 (1 − Vr(x1, y1))

n−2 (1 − Vr(x2, y2))
n−2 .

This shows that
(

n
2

)(

n−2
2

) ∫ ∫ ∫ ∫

A1
(1 − Vr(x1, y1, x2, y2))

n−4dy2dx2dy1dx1

≤
(1 − πr2)−4

(

n
2

)2 ∫ ∫ ∫ ∫

A ((1 − Vr(x1, y1))(1 − Vr(x2, y2))
n−2 dy2dx2dy1dx1

=
(1 + o(1))(EY )2.

And we see that

Var(Y ) = EY 2 − (EY )2

≤ EY + (1 + o(1))(EY )2

+
(

n
2

)(

n−2
2

) ∫ ∫ ∫ ∫

A2
(1 − Vr(x1, y1, x2, y2))

n−4dy2dx2dy1dx1 − (EY )2

= o((EY )2) + O(n4r6e−πnr2
).
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Here we have used that EY = o
(

(EY )2
)

because EY → ∞ in the last line. By a

remark following (4) we get n4r6e−πnr2
/(EY )2 = O(r2e5πnr2

). Recall that nr2 � ln n
and note that xe5πx is increasing, so that we can write r2e5πnr2

= 1
n · (nr2)e5π(nr2) ≤

n−1+o(1). So (5) follows and we are done. 2

Lemma 10 If nr2 → ∞ yet r = o(1) then P(Z = 0) = o(1).

The lemma will follow from the the following two lemmas together with the inequality
P(Z = 0) ≤ Var(Z)

(EZ)2
.

Lemma 11 If nr2 → ∞ and r < 1
2

√
2 − ε for some ε > 0 then

EZ = (1 + o(1))µ(r).

Lemma 12 If nr2 → ∞ and r = o(1) then Var(Z) = o(r−4).

Before we can give the proof of these last two lemmas, we need to do some more
ground work. Denote by Dr(x, y) the area of the symmetric difference B(x, r)∆B(y, r).
This difference only depends on ‖ y − x ‖ and the angle between y − x and the line
{(a, a) : a ∈ R}. By a slight abuse of notation, we will also write Dr(u, α) for Dr(x, y)
if u =‖ y − x ‖ and α is the angle between y − x and the line {(a, a) : a ∈ R}. The
computations below will make use of the following lemma.

Lemma 13 If 0 < r < 1
2 then

Dr(u, α) = 4ur + O(u2).

If 1
2 ≤ r < 1

2

√
2 then

Dr(u, α) =







4ur sin
(

β
2

)

(cos(α) − sin(α)) + o(u) if −π
4 ≤ α < −β

2 ,

4ur
(

1 −
(

cos
(

β
2

)

− sin
(

β
2

))

cos(α)
)

+ o(u) if −β
2 ≤ α ≤ 0.

Here β = β(r) = π
2 − 2 arccos( 1

2r ) as before. Furthermore, the error terms O(u2) and
o(u), respectively, can be bounded uniformly in α.

Proof: We need to consider the area Dr(u, α) = vol(B(x, r)∆B(y, r)) for x, y with
‖ x − y ‖= u and the angle between y − x and the diagonal {(a, a)T : a ∈ R} is α.

For ease of computation, let us work with
[

−1
2 , 1

2

]2
instead of [0, 1]2 in this proof,

and notice that by symmetry we may assume x = (0, 0)T is the center of the unit

square. Let vα :=
(

cos
(

π
4 + α

)

, sin
(

π
4 + α

))T
be a unit vector that makes an angle

α with the diagonal of the unit square. Let wα := (cos(3π
4 + α), sin(3π

4 + α))T be a
unit vector that is perpendicular to vα. First, consider 0 < r < 1

2 . In this case, for u
small enough, B(x, r)∆B(y, r) lies completely in the interior of the unit square (so
there are no effects due to the toröıdal assumption). Denote the boundary of B(x, r)
by S, and set Hα(c) := {p : p.wα = c}. Hence, Hα(c) is a line parallel to vα. We
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will approximate Dr(u, α) by vol (S + [0, u]vα) ≤ 4ur. Remark that the height of
S is 2r. Also, observe that for most c ∈ (−r, r), the set (B(x, r)∆B(y, r)) ∩ Hα(c)
and the set (S + [0, u]vα) ∩ Hα(c) both consist of two line segments, each of length
u. It is not hard to see that the c for which this is not the case are contained in
(−r,−r + u) ∪ (r − u, r), so that

4ur ≥ Dr(u, α) ≥ 4ur − 2u2.

This concludes the proof for the case 0 < r < 1
2 .

Let us now consider 1
2 ≤ r < 1

2

√
2. We will proceed in a similar manner. Let

S again denote the boundary of B(x, r). But note that now, due to the toröıdal
assumption, S consists of four arcs of opening angle β (see figure 7). We again wish

β

r

1
2

Figure 7: The “boundary” of B(x, r) consists of four arcs of opening angle β.

to approximate Dr(u, α) by the area of S+[0, u]vα. Let h(α) be the length “counting
multiplicities” of the projection of S onto L(wα), i.e., h(α) =

∫

R
|Hα(c) ∩ S|dc. We

claim that
Dr(u, α) = uh(α) + o(u).

To see this, note that the length of (B(x, r)∆B(y, r)) ∩ Hα(c) equals u times the
cardinality of S ∩ Hα(c), unless one or more of the points in S ∩ Hα are

a) within u of the boundary of the square, or

b) within u of another point of S ∩ Hα.

We have already seen that the error due to b) can be bounded by 2u2. In order to
bound the error due to a), let S ′(u) be the set of all s ∈ S for which a) is not the
case. Clearly, as u tends to 0 the length l(S ′(u)) of S′(u) tends to the length l(S) of
S. We see that

uh(α) − u(l(S) − l(S ′(u))) − 2u2 ≤ Dr(u, α) ≤ uh(α),

13



α

Figure 8: The projections of the four arcs onto L(wα).

as required. Since l(S) − l(S ′(u)) does not depend on α the error term is indeed
uniform in α.

It only remains to compute h(α): for π
4 < α ≤ −β

2 , the length of the pro-
jections on L(wα) of the two arcs that contain the diagonal of the square is r

times
(

sin
(

β
2 − α

)

− sin
(

−β
2 − α

))

, and the height of the other two arcs is r times
(

sin
(

π
2 − β

2 − α
)

− sin
(

π
2 + β

2 − α
))

. Thus, for π
4 < α < −β

2 we get

h(α) = 2r
(

sin
(

β
2 − α

)

− sin
(

−β
2 − α

)

+ sin
(

π−β
2 − α

)

− sin
(

π+β
2 − α

))

= 2r
(

sin
(

β
2 − α

)

− sin
(

−β
2 − α

)

+ cos
(

−β
2 − α

)

− cos
(

β
2 − α

))

= 4r sin
(

β
2

)

(cos(α) − sin(α))

For −β
2 < α < β

2 , we obtain

h(α) = 2r
(

sin
(

β
2 − α

)

− sin
(

−β
2 − α

)

+ 2 − sin
(

π−β
2 − α

)

− sin
(

π+β
2 − α

))

= 2r
(

sin
(

β
2 − α

)

− sin
(

−β
2 − α

)

+ 2 − cos
(

−β
2 − α

)

− cos
(

β
2 − α

))

= 4r
(

1 −
(

cos
(

β
2

)

− sin
(

β
2

))

cos(α)
)

.

This concludes the proof. 2

It should be remarked that, for r ∈
(

0, 1
2

)

, the result can also be obtained in
a relatively straightforward manner by explicitly computing Dr(u, α) = 2πr2 −

14



4r2 arccos
(

u
2r

)

+ 2u
√

r2 − u2

4 and considering the Taylor expansion of this expres-

sion. We have not chosen this route here because the method used fits better with
the 1

2 ≤ r < 1
2

√
2 case.

Proof of Lemma 11: Notice that by symmetry, switching to polar coordinates

EZ =
(

n
2

) ∫

[0,1]2

∫

B(x,r)(1 − Dr(x, y))n−2dydx

=
(

n
2

) ∫ 2π
0

∫ r
0 (1 − Dr(u, α))n−2ududα

=
(

n
2

)

8
∫ 0
−π

4

∫ r
0 (1 − Dr(u, α))n−2ududα.

Let us write

Fr(α) :=















1 if r ≤ 1
2 ,

sin
(

β
2

)

(cos(α) − sin(α)) if r > 1
2 and − π

4 < α < −β
2 ,

1 −
(

cos
(

β
2

)

− sin
(

β
2

))

cos(α) if r > 1
2 and − β

2 ≤ α ≤ 0.

Therefore, by Lemma 13 we have Dr(u, α) = 4urFr(α) + o(u). Now, observe that
Fr(α) > c for some c = c(ε) uniformly in all r considered (recall that r < 1

2

√
2 − ε).

By Lemma 13, for every ε > 0 there exists a δ > 0 such that, if u < δr, then
(4 − ε)urF (α) < Dr(u, α) < (4 + ε)urFr(α). Now notice that for u > δr we have
Dr(u, α) = Ω(r2).

∫ 2π
0

∫ r
0 (1 − Dr(u, α))n−2ududα =

∫ 2π
0

∫ δr
0 (1 − Dr(u, α))n−2ududα

+
∫ 2π
0

∫ r
δr(1 − Dr(u, α))n−2ududα

≤
∫ 2π
0

∫ δr
0 (1 − Dr(u, α))n−2ududα

+πr2e−Ω(nr2).

(7)

We shall see later on that the last term on the last line is negligibly small compared
to the first term on the last line, but first we must compute the first term in the last
line. We have
∫ 2π
0

∫ δr
0 (1 − Dr(u, α))n−22πududα ≤

∫ δr
0 exp[−(n − 2)(4 − ε)urF (α)]2πududα

=
∫ 2π
0

1
((4−ε)(n−2)rF (α))2

∫ δ(4−ε)r2(n−2)
0 e−vvdvdα

≤ 1+o(1)
(4−ε)2n2r2

∫ 2π
0

1
F (α)2

dα,

where we have used the substitution v = (n − 2)(4 − ε)urF (α) in the first equality
and for the second equality we have used that nr2 tends to infinity together with the
fact that

∫∞
0 te−tdt = 1.

On the other hand, we have

∫ 2π
0

∫ δr
0 (1 − Dr(u, α))n−2ududα ≥

∫ 2π
0

∫ δr
0 (1 − (4 + ε)urF (α))n−2ududα

≥
∫ 2π
0

∫ δr
0 e−(4+2ε)nurF (α)ududα

= 1+o(1)
(4+2ε)2n2r2

∫ 2π
0

1
F (α)2

dα,

where the second inequality follows from the fact that ln(1 − (4 + ε)urF (α)) =
−(4 + ε)urF (α) + O(u2r2), so that (provided δ was chosen sufficiently small) u ≤ δr
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implies (1 − (4 + ε)urF (α)) ≥ e−(4+2ε)urF (α). The last line follows by previous
computations. Now, notice that

πr2e−(4−ε)δr2n

r−2n−2
= π

(

nr2
)2

e−(4−ε)δnr2
= o(1),

as nr2 tends to infinity. So indeed, the second term on the last line of (7) is neglibly
small compared to the first. Moreover,

∫ 2π

0

∫ δr

0
(1 − Dr(u, α))n−2ududα =

1 + o(1)

16n2r2
8

∫ 0

−π
4

F (α)−2dα.

In other words,

EZ =
1 + o(1)

4r2

∫ 0

−π
4

F (α)−2dα.

So it remains to determine
∫ 0
−π

4
F (α)−2dα. For r ≤ 1

2 this equals π
4 , which gives the

result. Thus, assume now that r ∈ ( 1
2 , 1

2

√
2). Notice that

∫ −β

2

−π
4

F (α)−2dα = sin
(

β
2

)−2
∫ −β

2

−π
4

(cos(α) − sin(α))−2dα

= sin
(

β
2

)−2 [
cos(α)

cos(α)−sin(α)

]−β

2

−π
4

= sin
(

β
2

)−2
(

cos(β

2 )
cos(β

2 )+sin(β

2 )
− 1

2

)

.

For convenience, we let c :=
(

cos
(

β
2

)

− sin
(

β
2

))−1
=
(

2 − 1
2r2

)− 1
2 . We can now

write

∫ 0
−β

2
(F (α))−2dα =

∫ 0
−β

2

(

1 −
(

cos
(

β
2

)

− sin
(

β
2

))

cos(α)
)−2

dα

= c2
∫ 0
−β

2
(c − cos(α))−2dα

= c2

[

2 tan( α
2
)

(c2−1)((c+1) tan(α
2 )

2
+c−1)

+
2c arctan

“q

c+1
c−1

tan(α
2 )

”

(c2−1)
3
2

]0

−β

2

= c2

4(c2−1)

(

2 tan(β

4 )
(c+1) tan(β

4 )
2
+c−1

+
2c arctan

“q

c+1
c−1

tan(β

4 )
”

√
c2−1

)

= 1
sin(β)

(

2(cos(β

2 )−sin(β

2 )) tan(β

4 )

(1−cos(β

2 )+sin(β

2 )) tan(β

4 )
2
+1+cos(β

2 )−sin(β

2 )

+ 2√
sin(β)

arctan

(√

(1−cos(β

2 )+sin(β

2 ))
(1+cos(β

2 )−sin(β

2 ))
tan

(

β
4

)

))

.

The statement follows. 2

Proof of Lemma 12: Let us again set P :=
(

[n]
2

)

. For P = {i, j} ∈ P, denote by
J(P ) the indicator variable of the event that {Xi, Xj} is a bad pair and set

pij = EJ ({i, j}) = P ({Xi, Xj} is a bad pair) .
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For {i, j}, {k, l} ∈ P let us also set

pij,kl := EJ({i, j})J({k, l}) = P({Xi, Xj}, {Xk, Xl} are both bad pairs).

Notice that

Var(Z) =
∑

P1,P2∈P
EJ(P1)J(P2) − EJ(P1)EJ(P2)

=
∑

P1,P2∈P,

|P1∩P2|=2

(EJ(P1)J(P2) − EJ(P1)EJ(P2))

+
∑

P1,P2∈P,

|P1∩P2|=1

(EJ(P1)J(P2) − EJ(P1)EJ(P2))

+
∑

P1,P2∈P,

|P1∩P2|=0

(EJ(P1)J(P2) − EJ(P1)EJ(P2))

=
(

n
2

)

(p12 − p2
12) +

(

n
2

)

(n − 2)(p12,13 − p2
12) +

(

n
2

)(

n−2
2

)

(p12,34 − p2
12).

Observe that
(

n
2

)

(p12 − p2
12) ≤ EZ = o(r−4) by Lemma 11. Let us now consider

p12,13. For x1, x2, x3 ∈ R
2, denote by Φ(x1, x2, x3) the probability that {X1, X2} and

{X1, X3} are both bad pairs, given that X1 = x1, X2 = x2, X3 = x3. We have

p12,13 =

∫

[0,1]2

∫

B(x1,r)

∫

B(x1,r)
Φ(x1, x2, x3)dx3dx2dx1

= 2

∫

[0,1]2

∫

B(x1,r)

∫

B(x1,r)
‖x1−x3‖≤‖x1−x2‖

Φ(x1, x2, x3)dx3dx2dx1

≤ 2

∫

[0,1]2

∫

B(x1,r)

∫

B(x1,r)
‖x1−x3‖≤‖x1−x2‖

(1 − Dr(x1, x2))
n−3dx3dx2dx1

= 2

∫ r

0
πu2(1 − α(u))n−32πudu.

Here Dr(x, y) is as in the proof of Lemma 11. Computations analogous to those in
the previous lemma now give that

∫ r

0
(1 − α(u))n−3u3du = (1 + o(1))

1

44r4n4

∫ ∞

0
v4e−vdv = Θ(r−4n−4).

So we see that
(

n
2

)

(n − 2)(p12,13 − p2
12) = O(n−1r−4) = o(r−4).

Let us now consider p12,34, and denote by Ψ(x1, x2, x3, x4) the probability that
{X1, X2} and {X3, X4} are both bad pairs given that X1 = x1, X2 = x2, X3 =
x3, X4 = x4. Let A be the set of all (x1, x2, x3, x4) ∈ ([0, 1]2)4 with x2 ∈ B(x1, r), x4 ∈
B(x3, r). Denote by A1 the set of all (x1, x2, x3, x4) ∈ A with ‖x1 − x3 ‖ < 100r and
set A2 := A \ A1. We have

p12,34 =

∫

A
Ψ =

∫

A1

Ψ +

∫

A2

Ψ.
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For r ≤ 1
4 , the angle α is not relevant in Dr(u, α), so we will just write Dr(u) here. If

(x1, x2, x3, x4) ∈ A2 then B(x1, r)∆B(x2, r) and B(x3, r)∆B(x4, r) are disjoint, and
consequently

(1 − vol ((B(x1, r)∆B(x2, r)) ∪ (B(x3, r)∆B(x4, r)))
≤

(1 − Dr(x1, x2))(1 − Dr(x3, x4))
=

(1 − Dr(‖x1 − x2 ‖))(1 − Dr(‖x3 − x4 ‖)).

So we can write
∫ ∫ ∫ ∫

A2
Ψ(x1, x2, x3, x4)dx1dx2dx3dx4

≤
∫ ∫ ∫ ∫

A(1 − Dr(‖x1 − x2 ‖))n−4(1 − Dr(‖x3 − x4 ‖))n−4dx1dx2dx3dx4

=
(∫ r

0 (1 − Dr(u))n−42πudu
)2

=

(1 + o(1))
(

π
8r2n2

)2

=
(1 + o(1))p2

12,

reusing computations from the proof of Lemma 11 in the last two steps. On the other
hand,

∫

[0,1]2

∫

B(x1,r)

∫

B(x1,100r)

∫

B(x3,r) Ψ(x1, x2, x3, x4)dx4dx3dx2dx1

=
2
∫

[0,1]2

∫

B(x1,r)

∫

B(x1,100r)

∫

B(x3,r)
‖x3−x4‖<‖x1−x2‖

Ψ(x1, x2, x3, x4)dx4dx3dx2dx1

≤
2π(100)2r2

∫ r
0 πu2(1 − Dr(u))n−42πudu

=
Θ(r−2n−4).

We see that
(

n

2

)(

n − 2

2

)

(

p12,34 − p2
12

)

=

(

n

2

)(

n − 2

2

)

(

Θ(r−2n−4) + o(1)p2
12

)

= o(r−4).

This shows that Var(Z) = o(r−4), as required. 2

It now remains to prove Theorem 5 for fixed r ∈
(

0, 1
2

√
2
)

. We will prove the following
proposition.

Proposition 14 For fixed r ∈
(

0, 1
2

√
2
)

, the number Z of bad pairs satisfies

Z → Po(µ(r)) in distribution.

In particular,
P(Z = 0) → e−µ(r).
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As it turns out, the fixed r case has already been considered by Agarwal and
Spencer [1] in a different setting. They proved Proposition 14 for r < 1

10 and our
proof is essentially the same as theirs, but we include it for completeness.

Proof of Proposition 14: Let us set ρ = ρ(n) := ln2 n
n . Let Y be the number of

bad pairs Xi, Xj with ‖Xi − Xj ‖< ρ. Notice that

P(Z 6= Y ) ≤ E(Z − Y ) = O
(

n2eΩ(ln2 n)
)

= o(1). (8)

Here we have used that Dr(u, α) = Θ(u). Recall that (m)k = m(m−1) . . . (m−k+1).
We shall show that, for all k,

E(Y )k = (1 + o(1))µ(r)k. (9)

This will prove that Y — and hence also Z — is approximately Po(µ(r))-distributed,
as all the moments of Y tend to the corresponding moments of the Po(µ(r)), and the
result will follow. This method is sometimes called Brunn’s sieve, see for instance [2].
We shall proceed by induction on k. The case k = 1 has already been taken care of
by Lemma 11 together with (8), so let us assume that (9) holds for k−1, with k ≥ 2.
If P =

({X1,...,Xn}
2

)

denotes all pairs of nodes and for P ∈ P we denote by J(P ) the
event that P is a bad pair and the points of the pair are at distance < ρ, then

E(Y )k =
∑

P1∈P

∑

P2∈P\{P1}
· · ·

∑

Pk∈P\{P1,...,Pk−1}
P(J(P1), . . . , J(Pk)). (10)

First notice that the contribution by terms with Pi ∩ Pj 6= ∅ for some i 6= j is small:

∑

P1∈P
∑

P2∈P\{P1} · · ·
∑

Pk∈P\{P1,...,Pk−1}

|Pk−1∩Pk|=1

P(J(P1), . . . , J(Pk))

≤
∑

P1∈P
∑

P2∈P\{P1} · · ·
∑

Pk∈P\{P1,...,Pk−1}

|Pk−1∩Pk|=1

P(J(P1), . . . , J(Pk−1))π
(

ln2 n
n

)2

≤
∑

P1∈P
∑

P2∈P\{P1} · · ·
∑

Pk−1∈P\{P1,...,Pk−2} P(J(P1), . . . , J(Pk−1))nπ
(

ln2 n
n

)2

=

(1 + o(1))µ(r)k−1nπ
(

ln2 n
n

)2

=
o(1).

Here we have used the induction hypothesis. For i = 1, . . . , k let us set A(i) :=
⋂i

j=1 J({X2j−1, X2j). By the previous we have

E(Y )k =
(

n
2

)(

n−2
2

)

. . .
(

n−2(k−1)
2

)

P(A(k)) + o(1)
= (1 + o(1))n2k2−k

P(A(k)) + o(1).
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Next, for ε > 0 fixed,

n2k2−k
P

(

A(k) and ‖X2i − X2j ‖< n− 1
2
−ε for some 1 ≤ i < j ≤ k

)

≤
n2k2−k

(

k
2

)

P(A(k − 1))π2
(

n− 1
2
−ε
)2 (

n− 1
2
−ε + ρ

)2

=
(

k
2

)

(1 + o(1))µ(r)k−1π2n−2−4ε+o(1) = o(1).

Consequently, we also have

E(Y )k = (1 + o(1))n2k2−k
P(B(k)) + o(1), (11)

where B(i), for i ∈ {1, . . . , k}, denotes the event that A(i) holds and ‖X2j −X2j′ ‖>
n− 1

2
−ε for every j, j′ ∈ {1, 2, . . . , i} with j < j ′. For x1, . . . , x2k ∈ [0, 1]2, let us set

Dr(x1, . . . , x2k) = vol

(

k
⋃

i=1

(B(x2i−1, r)∆B(x2i, r))

)

We now claim that if ‖x2i−1−x2i ‖< ln2 n
n for every i ∈ {1, 2, . . . , k} and ‖x2i−x2j ‖>

n− 1
2
−ε for all i, j ∈ {1, 2, . . . , k} with i < j, then

Dr(x1, . . . , x2k) =
k
∑

i=1

Dr(x2i−1, x2i) + o(n−1). (12)

To see this consider C = (B(x1, r)∆B(x2, r)) ∩ (B(x3, r)∆B(x4, r)) under the as-

sumptions that ‖ x1 − x2 ‖, ‖ x3 − x4 ‖< ρ and ‖ x2 − x4 ‖= l ≥ n− 1
2
−ε. Then C

is contained in the intersection of the two annuli A2 := {y : r <‖ y − x2 ‖< r + ρ}
and A4 := {y : r <‖ y − x4 ‖< r + ρ}, see figure 9 below. We will use the bound

l1 l2

α2

α1

h

Figure 9: Bounding vol(A2 ∩ A3).
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vol(A2 ∩ A3) ≤ 2α2
2π vol(A2) with α1, α2 as shown in figure 9. Now, the angles α1, α2

satisfy
cos(α1) = l2

r+ρ , cos(α1 + α2) = l1
r ,

sin(α1) = h
r+ρ , sin(α1 + α2) = h

r .

where h, l1, l2 are as in figure 9. In particular,

l = l1 + l2, h2 = r2 − l21 = (r + ρ)2 − l22. (13)

Notice that l1 may be negative (this can happen for small l), but this does not
pose any limitation for our computations. First, assume that l2 ≥ 1

2r. The Taylor
expansion of sin(x) around x = α1 gives

ρh

r(r + ρ)
= sin(α1 + α2) − sin(α1) = cos(α1)α2 + O(α2

2) =
l2

r + ρ
α2 + O(α2

2).

Since 1
2r ≤ l2 ≤ r + ρ and h ≤ r, we see that is this case we must have α2 = O(ρ) =

O
(

n−1+o(1)
)

.
Now suppose that l2 ≤ 1

2r. The Taylor expansion of cos(x) around x = α1 gives

l1
r − l2

r+ρ = ρl1−r(l2−l1)
r(r+ρ) = cos(α1 + α2) − cos(α1)

= − sin(α1)α2 + O(α2
2)

= − h
r+ρα2 + O(α2

2).

Observe that h =
√

(r + ρ)2 − l22 ≥ r 1
2

√
3 and that, by equations (13),

l(l2 − l1) = l22 − l21 = (r + ρ)2 − r2 = 2ρr + ρ2.

Hence, l2 − l1 = O(ρ
l ) = O

(

n− 1
2
+ε+o(1)

)

, since l ≥ n− 1
2
−ε. Thus this time we have

α2 = O
(

n− 1
2
+ε+o(1)

)

. Consequently, vol(A2∩A3) ≤ α2
π vol(A2) = O

(

n− 1
2
+ε+o(1)ρ

)

=

O
(

n− 3
2
+ε+o(1)

)

. This proves (12).

Now let x2, x4, . . . , x2k ∈ [0, 1]2 be such that ‖ x2j − x2i ‖> n− 1
2
−ε for all i, j ∈
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{1, 2, . . . , k} with i < j. Then

P(B(k)|X2 = x2, . . . , X2k = x2k)
=

∫

B(x2,ρ) . . .
∫

B(x2k,ρ)(1 − Dr(x1, . . . , x2k))
n−2kdx1dx3 . . .dx2k−1

=
∫

B(x2,ρ) . . .
∫

B(x2k,ρ)(1 −
k
∑

i=1
Dr(x2i−1, x2i) + o(n−1))n−2kdx1 . . .dx2k

=
2π
∫

0

ρ
∫

0

. . .
2π
∫

0

ρ
∫

0

(1 −
k
∑

i=1
Dr(ui, αi) + o(n−1))n−2ku1 . . . ukdu1dα1 . . .dukdαk

=

(1+o(1))
2π
∫

0

ρ
∫

0

. . .
2π
∫

0

ρ
∫

0

exp[−(1+o(1))
k
∑

i=1
nDr(ui, αi)+o(1)]u1 . . . ukdu1dα1 . . . dukdαk

=

(1 + o(1))

(

∫ 2π
0

∫ ρ
0 exp[−(1 + o(1))

k
∑

i=1
nDr(u, α) + o(1)]ududα

)k

=

(1 + o(1))
(

2µ(r)
n2

)k
,

where the last three lines follow by computations as in Lemma 11. Thus, setting
W := {(x2, x4, . . . , x2k) ∈ ([0, 1]2)k :‖ x2i − x2j ‖> n− 1

2
−ε for all 1 ≤ i < j ≤ k}, we

also have

P(B(k)) =
∫

. . .
∫

W P(B(k)|X2 = x2, . . . , X2k = x2k)dx2dx4 . . .dx2k

= (1 + o(1))
(

2µ(r)
n2

)k
,

since the 2k-dimensional volume vol(W ) of W is 1 + o(1). Combining this with (11)
gives the result. 2

4 Conclusion

We addressed in this paper, via the notion of identifying codes, the question of a
location-detection system for a set of sensors whose communication area is modelled
by disks. Therefore, we considered the class of unit disk graphs. We first extended
a previous complexity result from the class of bipartite graphs to the class of planar
bipartite unit disk graphs. Our second result concerns random unit disk graphs. We
showed that, asymptotically almost surely, an identifying code does not exist for such
a graph, if the radius r of the disks is such that nr2 � 1

n and r = o(1). For fixed
r > 0, the probability that an identifying code exists is always bounded away from
one, so that it does not seem to make a lot of sense to pursue this line of research
further. In contrast, for the Erdős-Rényi model of random graphs, it has been shown
that if p and 1−p both are at least 4 log log n

log n , then an identifying code exists whp. [8].
Notice this includes all fixed p ∈ (0, 1). Hence one can then — as the authors of [8]
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did — proceed to investigate the size of the smallest identifying code. In the case of
random unit disk graphs an identifying code is only guaranteed when nr2 � 1

n , and
in this case the only such code is the entire vertex set. Of course, one might look for
the size of a smallest identifying code in the other cases, if we condition on the event
that such a code exists.

Another topic of research would be to slightly relax the definition of the code so
that it always exists. For instance, a location code is the same as an identifying code,
except that it does not need to identify the vertices belonging to the code. This
notion could still be useful for real situations, and lead to interesting results.
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